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Abstract: Tanzania heavily depends on United States Dollar (USD) foreign 

currency to import various goods and services into the country. Failure to correctly 

forecast exchange rates between USD and Tanzanian Shillings (TZS) may pose 
risks such as inability to import intended goods and services, possibility of losing 

money in stock exchange markets and other investment businesses in case of 

unexpected currency appreciation or depreciation as well as poor investment 

decisions in foreign exchange markets. To address this, this study has developed 
and comparatively evaluated performances of LSTM (Long Short-Term Memory) 

and BiLSTM (Bidirectional LSTM) deep learning models for forecasting daily 

USD to TZS exchange rates. The findings reveal that, BiLSTM model outperforms 

LSTM in forecasting daily USD to TZS exchange rates, achieving a MAPE (Mean 
Absolute Percentage Error) score of 0.363 on test set (unseen data) compared to a 

MAPE score of 1.471 achieved by LSTM model. This study recommends to the 

prospective Artificial Intelligence (AI) researchers and software developers to use 

BiLSTM instead of LSTM model to forecast (predict) USD to TZS exchange rates. 
Also, this study has developed USD to TZS exchange rates dataset which can be 

used by AI researchers, saving them time and costs involved with creating datasets 

from scratch. This study has also developed ready to use BiLSTM and LSTM 

models which can be used by Tanzanian business men and women involved in 
stock exchange markets, foreign exchange markets and other businesses, to predict 

daily USD to TZS exchange rates and make appropriate business and investment 

decisions. 

Keywords: United States Dollar (USD), Tanzanian Shillings (TZS), Exchange 
Rate Forecasting, LSTM, BiLSTM, Deep Learning. 
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1. INTRODUCTION 
Tanzania relies heavily on United States Dollar 

(USD) for importing goods and services such as fuel, 

motor vehicles, electronic appliances and other goods 
and services (Nyamrunda et al., 2014). BoT (2025) 

reveals that, in 2023, Tanzania imported goods and 

services worth of 16,058.71 million USD, showing 

importance of having access to strong foreign currency 
such as USD for importing goods and services in 

Tanzania. 

 

Failure to accurately forecast exchange rate 
between USD and Tanzania Shillings (TZS), might pose 

several risks, such as inability to import intended goods 

and services and risk of losing money in stock exchange 

markets and other financial investment businesses in 
case of unexpected currency appreciation or 

depreciation. Also, this forecasting failure might lead to 
poor investment decisions in foreign exchange markets. 

To address these risks, it is important to have in place 

effective models which can accurately forecast daily 

USD to TZS exchange rates. 
 

Deep Learning (DL), has been showing high 

effectiveness in accurately forecasting time series 

variables, which are variables spanning over a period of 
time (Sejnowski, 2020). Long Short-Term Memory 

(Hochreiter et al., 1997) abbreviated as LSTM and its 

variant Bidirectional Long Short-Term Memory 

abbreviated as BiLSTM are two of the DL models which 
have been widely used to forecast time series variables 

and there is a number of studies which have developed 

these two DL models for forecasting various time series 

variables. 
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Lei et al., (2024) developed LSTM based 
method to predict wind power with results showing the 

method was effective with the Mean Absolute 

Percentage Error (MAPE) on test set (unseen data) being 

reduced by of 9.3508%. Abbas et al., (2024) developed 
LSTM based model for predicting power system voltage 

stability with the findings revealing the LSTM model 

achieved the highest accuracy target of 99.5%. He et al., 

(2023) developed LSTM model to predict tunnel 
surrounding rock deformation with the results showing 

the LSTM model was effective, achieving the Root Mean 

Square Error (RMSE) score of 2.64. Wang (2024) 

developed LSTM based system to early detect motor 
failure in chemical plants, with the results showing the 

model was effective achieving results of 98% agreement 

between the predicted and actual anomalies over three 

months period. Iordan (2024) developed LSTM model 
for predicting software development efforts, achieving 

good results of RMSE score of 6.560 between predicted 

and actual values on test set. 

 
On the other hand, several studies have 

developed BiLSTM models to predict time series 

variables. Fan et al., (2024) developed a model based on 

BiLSTM and Local Attention Mechanisms for predicting 
sensor data, achieving effective RMSE enhancements of 

17.96%. Marjani et al., (2024) developed BiLSTM based 

model for near-real-time daily wildfire spread prediction, 

achieving effective F1 Score of 0.73. Zhang et al., (2023) 
developed a network intrusion detection model based on 

BiLSTM with multi-head attention mechanism, 

achieving high accuracy of 99.08%. Staffini (2023) 

developed BiLSTM based architecture for 
macroeconomic time series forecasting, achieving 

RMSE score of 1.5165 in forecasting inflation. Wang et 

al., (2023) developed BiLSTM model for predicting 

post-construction subsoil settlement under embankment, 
achieving prediction accuracy of 92%. Xu et al., (2024) 

developed a novel trajectory prediction method based on 

BiLSTM model, achieving effective Mean Absolute 

Error (MAE) value of 1.401 in angle prediction. 
 

Despite good work from the reviewed studies, 

there is still a wide research gap, as to which model 

among the two (LSTM and BiLSTM) is more effective, 
especially in the context of forecasting USD to TZS 

exchange rate, because of the uniqueness of USD to TZS 
exchange rate trend and pattern. Because of this 

uniqueness, it is not possible to just generalize from other 

studies and assume either LSTM or BiLSTM is more 

effective. 
 

Hence, this study aims to fill this research gap 

by answering one key research question; which model, 

among LSTM and BiLSTM is more effective in 
forecasting USD to TZS exchange rate? The objectives 

of the study are twofold; first to develop two LSTM and 

BiLSTM deep learning models for predicting USD to 

TZS exchange rate and second, to evaluate 
comparatively the performances of the two models in 

forecasting USD to TZS exchange rate. The model with 

best performance among the two models (LSTM and 

BiLSTM) will be recommended as the better model for 
forecasting USD to TZS exchange rate. To the best of my 

knowledge, there is no study which has attempted to 

forecast USD to TZS exchange rate by using comparable 

LSTM and BiLSTM models. 
 

2. MATERIALS AND METHODS 
2.1 Data Collection 

The dataset used for forecasting USD to TZS 

exchange rate was downloaded from Investing website 

(Investing, 2025), an online and reliable resource storing 

various historical exchange rates. Although the dataset 
contains several parameters, I only selected and kept four 

daily parameters in the dataset; Price which indicates the 

exchange rate, Open which indicates the opening 

exchange rate in the day, High which indicates the 
highest exchange rate in the day and Low which 

indicates the lowest exchange rate in the day. The daily 

records of these four parameters spanning a total of 12 

years (from January 3rd, 2011 to December 30th, 2022) 
were downloaded and saved in CSV format. 

 

2.2 Input Features Correlation Analysis 

To select the best input feature (s) to use for 
training LSTM and BiLSTM deep learning models, I 

performed correlation analysis of the four parameters 

using Pearson correlation coefficient r (Benesty et al., 

2008). The results are shown in the correlation heatmap 
in Figure 1. 
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Figure 1: Correlation Heatmap of Input Parameters 

 
From the results of Figure 1, it can be seen that, 

all of the parameters are strongly correlated (Pearson 

r=1), and this implies there is no need of using more than 

one parameter as input features, as the additional features 
will not add any values in training accuracy of the 

models. Because of this reason, I chose Price as the only 

input feature to the LSTM and BiLSTM deep learning 

models. 
 

2.3 Data Preprocessing 

I used several steps to preprocess input data before 

feeding the data into the LSMT and BiLSTSM deep 
learning models for training and testing purposes. 

• Sorting: The raw dataset consisted of values 

ordered in descending order (2022 to 2011). 

However, to facilitate easy processing and 
understanding, the dataset was sorted in ascending 

order (from 2011 to 2022). 

• String into Numeric Data Conversion: Since the 
raw dataset consisted of values in string format, 

including symbols such separators, the sorted 

dataset was converted into numeric (float) format so 

that they can be processed by the LSTM and 
BiLSTM deep learning models. Figure 2 shows the 

daily USD to TZS exchange rate (Price) spanning 12 

years. 

• Data Scaling: For effective training of deep 

learning models, the numeric dataset (daily 

exchange rate (Price)) was then scaled down to fit 

within a range of 0 to 1. 

• Train-Validation-Test Dataset Split: The 12 years 

scaled dataset was then split into training set which 

(the first 60% of the scaled dataset), validation set 
(the next 20% of the scaled dataset) and the test set 

(the last 20% of the scaled dataset, which is also 

called unseen data, with a purpose of evaluating 

prediction accuracies of the LSTM and BiLSTM 
models). 

• Lagging: Since only single variable (Price, 

alternatively called exchange rate) from the dataset 
was selected as input feature and this study is based 

on supervised deep learning, I had to create labels 

for the values in the input feature. The labels allow 

the models to learn how to correctly predict values 
which are close to the true values. To create labels, 

I used lagging where the exchange rates (input 

feature) of the five previous days are associated with 

the exchange rate of the next day (label). This allows 
the model to eventually learn pattern in the previous 

days exchange rates and be able to predict the next 

day exchange rate. 
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Figure 2: Daily USD to TZS Exchange Rates (January 3, 2011 to December 30 th, 2022) 

 
2.4 LSTM and BiLSTM Architectures 

2.4.1 LSTM Architecture 

LSTM architecture is shown in Figure 3 and 

consists of cell state 𝑐𝑡 , forget gate 𝑓𝑡, input gate 𝑖𝑡 and 

output gate 𝑜𝑡 , with every component having its role in 

helping the LSTM network learning the pattern of 

previous days exchange rate and how to map it with next 

day exchange rate. LSTM learns how next day exchange 

rate depends on previous days (long-term information). 

• Cell State: Cell 𝑐𝑡  stores information over many 

timesteps and the contents can be added or removed 

from it through use of gates. Through this, LSTM 

network gains the ability to either retain or discard 
information based on how relevant it is. This is the 

reason why LSTM network has capability of 

remembering useful (relevant) information over 

long duration (many timesteps). 

• Forget Gate: Forget gate  𝑓𝑡  determines what 

information to not keep (discard) from the cell state 

through joining the previous hidden state ℎ𝑡−1 and 

the current input 𝑥𝑡 and then give an output value 

ranging between 0 and 1 for every item in the cell 

state. The sigmoid function 𝜎  produces an output 

ranging between 0 and 1 when given any input, with 

an output value close or equal to 0 meaning ‘don’t 

keep’ and output value close or equal to 1 meaning 

“keep”. Equation (i) shows the forget gate, with 
weight matrices and bias vector parameters of the 

forget gate represented as 𝑊𝑓  and 𝑏𝑓  respectively, 

both of which are learned during training of the 

LSTM deep learning model. 

𝑓𝑡 = 𝜎(𝑊𝑓 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓) (i) 

• Input Gate: The input gate it determines what part 

of the new information should be added into the cell 

state. The input gate is made up of two components; 

the sigmoid function 𝜎  and the 𝑡𝑎𝑛ℎ  function 

(which is used to produce a candidate cell state 

whose values could be added to the cell state). The 

input gate components are shown in equations (ii) 
and (iii) with weight matrices and bias vector 

parameters of the input gate represented as 𝑊𝑖 and 

𝑏𝑖 respectively and weight matrices and bias vector 

parameters of the candidate cell state represented as 

𝑊𝑐  and 𝑏𝑐  respectively, all of which are learned 

during training of the LSTM deep learning model. 

𝑖𝑡 = 𝜎(𝑊𝑖 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖) (ii) 

�̃�𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑐 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐) (iii) 

• Output Gate: The role of output gate 𝑜𝑡   (refer to 

equation (iv)) is to control the LSTM unit output by 

joining the previous hidden state ℎ𝑡−1  and the 

current input 𝑥𝑡 and make decision on which part of 

the cell state to output as the next hidden state. 

Weight matrices and bias vector parameters of the 

output gate are represented as 𝑊𝑜  and 𝑏𝑜 

respectively, both of which are learned during 

training of the LSTM deep learning model. 

𝑜𝑡 = 𝜎(𝑊𝑜 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜) (iv) 

• Updates: The cell state and hidden state are finally 
updated. The forget gate and input gate are used to 

update the cell state as shown in equation (v). 

Afterwards, the cell state and the output gate are 

combined to update the hidden state (output of 
LSTM unit) as it can be seen in equation (vi). 

𝑐𝑡 = 𝑓𝑡 ∗ 𝑐𝑡−1 + 𝑖𝑡 ∗ �̃�𝑡  ....(v) 

ℎ𝑡 = 𝑜𝑡 ∗ tanh (𝑐𝑡) ….(vi) 
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Figure 3: LSTM Architecture 

 
2.4.2 BiLSTM Architecture 

BiLSTM (refer to Figure 4) is a variant of the 

LSTM network. However, unlike LSTM unit which 

processes information in one direction (forward), the 
BiLSTM processes information in both forward and 

backward directions. The BiLSTM architecture consists 

of two LSTM units, forward LSTM and backward 

LSTM. The outputs from both forward and backward 

LSTM layers are then aggregated to produce a single 

output. 

• Forward LSTM: This LSTM unit processes the 

input sequential data from the first timestep to the 
last timestep. 

• Backward LSTM: The backward LSTM processes 

the information in reverse order to forward LSTM.  

 

 
Figure 4: BiLSTM Architecture 

 

2.5 Proposed Deep Learning Models 

The proposed LSTM and BiLSTM deep 

learning models are shown in Figure 5 and Figure 6 

respectively. The proposed LSTM model consists of two 

LSTM layers for learning the pattern of previous days 
exchange rates and a single Dense layer for predicting a 

single numerical value as the next day exchange rate. On 
the other hand, the proposed BiLSTM model consists of 

two BiLSTM layers for learning the pattern of previous 

days exchange rate and a single Dense layer for 

predicting a single numerical value as the next day 
exchange rate. 

 

 
Figure 5: Proposed LSTM Deep Learning Model 

 

 
Figure 6: Proposed BiLSTM Deep Learning Model 



 

Isakwisa Gaddy Tende; East African Scholars J Eng Comput Sci; Vol-8, Iss-2 (Mar-Apr, 2025): 15-23 

© East African Scholars Publisher, Kenya   20 

 

2.6 Evaluation Metrics 

2.7 Loss Function 

Loss function is an important metric used to 

evaluate performance of the model during training. Loss 

function measures the prediction error between true 

value 𝑦𝑖  and predicted value �̂�𝑖 . Loss function is an 

important metric when updating weights of the model as 

it enables the model to understand how correctly it is in 
prediction task by comparing predicted and actual 

values. Through this way, the model is trained how to 

predict (forecast) values which are as close as possible to 

the actual (true). In this study, Mean Squared Error 
(MSE) described in equation (vii) was used as a loss 

function. 

𝑀𝑆𝐸 =
1

𝑛
∑ (𝑦𝑖 − �̂�𝑖)2𝑛

𝑖=1  ….(vii) 

 

2.8 Performance Evaluation Metric 

Performance evaluation is used when testing 

performance of the model (prediction capability) on 

unseen data (test set) and measure its capability to 

generalize when fed with completely new data. In this 
study, Mean Absolute Percentage Error (MAPE) 

described in equation (viii) was used as a performance 

evaluation metric, and it computes prediction error 

between predicted values (�̂�𝑖) and actual values (𝑦𝑖).  

𝑀𝐴𝑃𝐸 = 100
1

𝑛
∑ |

𝑦𝑖−�̂�𝑖

𝑦𝑖
|𝑛

𝑖=1  ….(viii) 

 

3. RESULTS AND DISCUSSION 
3.1 Experiments Environment 

All training and performance evaluation 

experiments with both LSTM and BiLSTM deep 

learning models were conducted in Google Colab, a 
cloud computation environment developed by Google 

with allocation of Random Access Memory (RAM) of 

12.7 GB and Hard Disk space of 107.7 GB My study also 
utilized several deep learning libraries available in Colab 

such as TensorFlow which is used for mathematical 

computations and Keras which consists of instances 

LSTM and BiLSTM networks. 
 

3.2 Hyperparameters Tuning 

Hyperparameters play a crucial role in shaping 

performance of deep learning models. Tuning and 
obtaining best hyperparameters contribute to having the 

best performing model. In this study, hyperparameters 

tuning was conducted by having several rounds of 

training both LSTM and BiLSTM models, changing 
hyperparameters in each training round until the best 

hyperparameters were obtained by looking at decreasing 

loss (MSE) scores and how closely training loss 

correlates with validation loss. After several training 
rounds, the following best hyperparameters were chosen; 

two layers of both LSTM and BiLSTM units, output-

dimensionality of 100 for the first LSTM and BiLSTM 

layers, output-dimensionality of 200 for the second 
LSTM and BiLSTM layers, ReLU as an activation 

function for both LSTM and BiLSTM units as well as 

batch-size of 16, learning rate of 0.01 and 200 training 

epochs for both LSTM and BiLSTM models. 
 

3.3 Training of LSTM and BiLSTM Deep Learning 

Models 

Finally, after hyperparameters tuning, both 
LSTM and BiLSTM models were effectively trained 

using the best hyperparameters, with results in Figure 6 

showing lower MSE scores between predicted and actual 

exchange rates on training set and results in Figure 7 
showing lower MAPE scores between predicted and 

actual exchange rates on training set. This demonstrates 

effective training of both LSTM and BiLSTM models. 

 

 
Figure 6: Training MSE 
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Figure 7: Training MAPE 

 

3.4 Performance Evaluation 

After training, performance evaluation of both 

LSTM and BiLSTM was done by evaluating their 
capabilities to predict next day exchange rate on test set 

(the data they have never seen before) and the results 

(refer to Table 1 and Figure 8) reveal that, BiLSTM 

model outperforms LSTM model in forecasting daily 

USD to TZS exchange rates, with BiLSTM model 

achieving a test MAPE score of 0.363% compared to a 

test MAPE score of 1.471% achieved by LSTM model. 
Afterwards, both LSTM and BiLSTM models were 

saved into .h5 format in order to facilitate future 

inference. 

 

Table 1: Test MAPE Scores 

Deep Learning Model MAPE Score on Test Set (%) 

BiLSTM  0.363 

LSTM 1.471 

 

 
Figure 8: Predicted versus Actual Exchange rates on Test Set 
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3.5 DISCUSSION 
These results indicate that, BiLSTM is a better 

deep learning model than LSTM when it comes to 

forecasting daily USD to TZS exchange rates. The 
findings align with results in literature, which also reveal 

superiority of BiLSTM model over LSTM in other 

forecasting tasks as evident in a study by Abduljabbar et 

al., (2021) which predicted short-term traffic in 
Australia, with results revealing BiLSTM outperformed 

LSTM model and a study by Liu et al., (2022) which 

predicted stock closing prices in China using six types of 

air pollutants as input features, with results revealing 
BiLSTM model outperformed LSTM model. 

 

This study has the following major contributions: 

• Dataset Creation: This study has developed a 
dataset which is ready to be used by future AI 

researchers and software developers. This dataset 

will save them time and cost involved with colleting 
and preprocessing of datasets from scratch, and 

instead they can focus on other research or software 

development activities. In future, the dataset will be 

hosted in open cloud environments like Zenodo 
(Sicilia et al., 2027) or GitHub where they can freely 

and easily be accessed by anyone. 

• Ready to use Models: This study has developed 

two novel deep learning models, LSTM and 
BiLSTM. These models can be used by business 

men and women in Tanzania who are involved in 

stock exchange markets, foreign exchange markets 

and other businesses to predict daily USD to TZS 
exchange rates and then take appropriate and 

favorable business and investment decisions and 

avoid losing money, for instance buying or selling 

stocks before they appreciate or depreciate and make 
profits. 

• Filling the Research Gap: The findings of this 

study will help to fill the research gap on 
comparative performance of LSTM and BiLSTM 

deep learning models in forecasting daily exchange 

rates. 

 

4. CONCLUSION 
This study has developed LSTM and BiLSTM 

deep learning models and comparatively evaluate their 
performances in forecasting daily USD to TZS exchange 

rates, with the results revealing BiLSTM outperforming 

LSTM in terms of test MAPE scores. I therefore 

recommend to prospective AI researchers and software 
developers in Tanzania to use BiLSTM instead LSTM in 

predicting USD to TZS exchange rates while developing 

software and information systems involving prediction 

of USD to TZS exchange rates due to its superior 
performance. 
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