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Abstract: Diabetic Retinopathy (DR) is an ocular condition that can manifest in 

individuals living with Diabetes Mellitus (DM). Retinal fundus examinations must 

be conducted on DM individuals as early identification and treatment of DR can 

reduce the risk of impaired vision or blindness. The manual diagnosis of DR 

conducted by eye-care professionals can be tedious and time-consuming, especially 

during mass screenings. Deep learning (DL) techniques are being used to provide 

automated diagnosis of DR. This study adopted two CNN (VGG 19 and ResNet50) 

models for the binary classification of DR (Non-referable DR and Referable DR). 

Both models were trained and validated with retinal fundus images from publicly 

available datasets. After training with Kaggle dataset, VGG 19 and ResNet50 

models achieved accuracies of 94.3% and 96.9% respectively. For external 

validation, varying levels of accuracy, sensitivity and specificity were obtained for 

the two models on different datasets. The sensitivity of the VGG 19 model for the 

Messidor 2 dataset was 78.8% while the sensitivity of the ResNet50 model for the 

Indian Diabetic Retinopathy Image Dataset (IDRiD) was 85.7%. Findings in this 

study have shown that DR detection with deep learning techniques can serve as an 

assistive tool for eye-care professionals in the future. 

Keywords: Deep Learning, Diabetic Retinopathy, Retinal fundus Images, VGG19 

model, ResNet 50 model. 
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INTRODUCTION 
Diabetes Mellitus (DM) is a condition in which 

a person has high blood sugar either as a result of the 

body not being able to produce enough insulin, or 

because the cells do not respond to the insulin that is 

produced. Diabetes mellitus is the second biggest 

negative total effect on reducing global health adjusted 

life expectancy worldwide (Chen et al., 2019). The 

retinal microvasculature may be affected in individuals 

with DM leading to progressive damage of the eyes. This 

condition known as diabetic retinopathy (DR) could lead 

to symptoms such as blurred vision, dark spots in the 

field of view and even blindness. Clinical Signs of DR 

include microaneurysms which appear as small red 

round dots due to the weakness of the vessel’s walls and 

haemorrhages that appear as larger red spots in the retina. 

Other signs include exudate which appears as bright 

yellow spots on the retina and are caused by leakage of 

plasma and soft exudates also known as cotton wool 

spots that appear as white spots on the retina caused by 

the swelling of the nerve fiber. DR is broadly classified 

into non-proliferative diabetic retinopathy (NPDR) and 

proliferative diabetic retinopathy (PDR). NPDR is 

further classified into mild, moderate and severe DR. 

PDR, a more severe form of DR, occurs as a result of 

production of new fragile blood vessels that can leak 

leading to retinal detachment and blindness. The 

different classes of DR is depicted in Figure 1. 

 

Globally, 600 million people will have diabetes 

mellitus by 2040, with a third expected to have diabetic 

retinopathy (Yau et al., 2012). The rate of DR 

progression is approximately five times higher among 

the African population compared with the European 

population (Burgess et al., 2017). Through regular eye 

examinations and adequate DM management, the 

diabetes-related vision loss can be prevented in 98% of 

cases (Rohan et al., 1989, and Ferris 1993). Fundus 

photography is a rapid, non-invasive, well-tolerated and 

widely available imaging technique (Kwan and Fawzi, 

2019). However, the computerized screening tools has 

been enabled to deal and document many retinal diseases 

with little or no intervention of clinical experts (Quereshi 

et al., 2019). Diagnosis of DR in retinal fundus images is 
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necessary because of its non-invasiveness, reliability and 

better sensitivity (Hutchinson et al., 2000). There could 

be challenges in manual inspection of morphological 

changes in retinal images as experienced clinicians may 

not be able to keep up with the demand for screening 

services (Goh et al., 2016, Qureshi, et al., 2019). The 

limiting factors for screening large numbers of people 

with diabetes include lack of adequate number of 

ophthalmologists and optometrists (Rema et al., 2007, 

Namperumalsamy et al., 2003, and Mohan et al., 2014). 

Radical measures are required to identify and reduce 

blindness due to diabetes to achieve the Sustainable 

Development Goals by 2030 (Bellemo et al., 2019). 

 

  
No DR Mild DR 

  

Moderate DR Severe DR 

 

Proliferative DR 

Figure 1: Different classes of DR (Porwal et al., 2018) 

 

The need for regular and improved eye 

screening for diabetic individuals has led to the 

application of artificial intelligence (AI) for detection of 

DR. DL is a form of machine learning, a branch of AI 

that trains a neural network to carry out a task such as 

image classification prediction (LeCun et al., 2015, 

Alshareel et al., 2022, and Tirumala and Narayanan, 

2018). In order to train a neural network, a large number 

of images are needed in which the severity of a disease 

such as DR is already known (Gulshan et al., 2016). 

Convolutional neural network (CNN) as depicted in 

Figure 2, is a type of neural network in deep learning that 

is designed for analyzing mainly two-dimensional 

images (Valueva et al., 2020, Brownlee, 2019). CNN has 

become dominant in different computer vision tasks and 

is attracting a lot of attention across various disciplines 

(Yamashita et al., 2018). Pre-trained CNN architectures 

provide a simpler and faster way of training using 

randomly initialized weights (Deniz et al., 2018). CNNs 

are highly effective due to their capability to perform 

parallel computations with Graphic processing units 

(GPUs) (Kiran et al., 2018). Convolutional neural 
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network is composed of multiple building blocks, such 

as convolution layers, pooling layers, and fully 

connected layers, and is designed to automatically and 

adaptively learn spatial hierarchies of features through a 

backpropagation algorithm (Yamashita et al., 2018).  

 

 
Figure 2: Convolutional Neural Architecture 

(Phung and Rhee, 2018) 

 

2. LITERATURE REVIEW 
The detection of DR has been extensively 

studied using computer-aided diagnosis (CAD) systems 

for a fast and accurate diagnosis that integrate image 

processing, machine learning, and deep learning 

techniques in the literature with varying degrees of 

classification performance. Pratta et al., (2016) 

developed an algorithm using CNN architecture to 

diagnose DR from retinal images. The network was 

trained on Kaggle dataset and achieved an accuracy and 

sensitivity of 75% and 95% respectively. The network 

has no issue learning to detect an image of a healthy eye, 

however, the network struggled to learn deep enough 

features to detect some of the more intricate aspects of 

DR due to the low sensitivity, mainly from the mild and 

moderate classes. Gulshan et al., (2016) trained a neural 

network known as inception-V3 architecture to detect 

referable diabetic retinopathy (moderate non-

proliferative diabetic retinopathy or worse) using retinal 

images from EyePACS and three eye hospitals located in 

United States and India respectively. Two datasets 

EyePACS 1 and Messidor 2 were used for validation. 

The sensitivity and specificity of the EyePACS 1 dataset 

was 90.3% and 98.1% respectively. The sensitivity and 

specificity of the Messidor 2 dataset was 87.0 % and 98.5 

% respectively. Dutta et al., 2018 proposed a DL model 

which was trained using backpropagation Neural 

Network (NN), DNN and VGG-16, for DR detection. 

Two thousand images from Kaggle dataset in the ratio of 

7:3 were used for training and testing the models. During 

the training and the testing phase, the DNN model has 

achieved an accuracy of 89.6% and 86.3%, respectively 

while backpropagation NN achieving an accuracy of 

62.7% and testing accuracy of 42% while VGG-

16 which has achieved a training accuracy of 76.4% and 

testing accuracy of 78.3%, for image classification 

respectively. Li et al., (2018) developed a DL algorithm 

for detecting vision threatening referable DR using 

retinal photographs acquired from a web-based, 

crowdsourcing platform (http://www.labelme.org). In 

the internal validation data set, sensitivity, and 

specificity of the DL algorithm for vision-threatening 

referable DR were 97.0%, and 91.4%, respectively. The 

algorithm was also validated on independent retinal 

images from population-based cohorts of Malay, 

Caucasian Australians, and Indigenous Australians and 

achieved a sensitivity, and specificity of 92.5%, and 

98.5%, respectively. Sarki et al., (2019) conducted 

experiments with 13 CNN architectures, pre-trained on 

large-scale ImageNet database in order to detect mild 

DR. Several performance improvement techniques such 

as fine-tuning, data augmentation, and volume increase 

were experienced. The maximum accuracy of 86% on 

No DR/Mild DR classification task was obtained for 

ResNet50 model after extensive experimentation. 

Sahlsten, et al., (2019) trained an Inception-V3 

architecture to detect referable DR using dataset of 

graded DR retinal images provided by Digifundus Ltd. 

Multiple resolutions were done for the purposes of 

analyzing the effect of the input image resolution on the 

classification performance. The study showed that 

increasing the input image resolution from 256 × 256 to 

512 × 512 clearly improved the results, and even better 

results were obtained as the resolution was further 

increased. In the NRDR/RDR classification on the 

primary validation set, the algorithm achieved the 

sensitivity of 89.6% and specificity 97.4%. Gadekallu et 

al., (2020) used principal component analysis (PCA) and 

firefly algorithm on Diabetic Retinopathy Debrecen 

dataset. The dataset was fed into Deep Neural Network 

Model for classification. The accuracy, sensitivity and 

specificity of this method were 97.0%, 92.0% and 95% 

respectively. Deep residual learning has been proposed 

by Rahman et al., (2020) due to the challenge of time and 
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space complexity while efficiently detecting DR. For 

each image in the training dataset, a 224x224 image was 

processed in the training dataset. About 66.66% of 

Kaggle dataset was used to train Resnet50 architecture 

while the remaining dataset was used for validation. An 

accuracy of 93.2% and sensitivity of 95.6% was achieved 

with this model. Shaban et al., (2020) proposed a deep 

Convolutional Neural Network (CNN) with 18 

convolutional layers and 3 fully connected layers to 

analyze fundus images and automatically distinguish 

between controls (i.e. no DR), moderate DR (i.e. a 

combination of mild and moderate NPDR and severe DR 

(i.e. a group of severe NPDR, and PDR with different 

ranges of validation accuracy of 88% to 89%, sensitivity 

of 87% to 89%, specificity of 94% to 95% were obtained 

in their results. Khanusiya and Savani 2021 used two 

different CNN architectures for DR detection. Image 

processing involved the application histogram balance 

on images from Kaggle dataset. An accuracy of 75.50% 

and 77.33% was obtained for VGG 16 and AlexNet 

respectively. Lam et al., (2018) trained and tested CNN 

architectures (VGG16 and GoogLeNet) using the Kaggle 

dataset with 5 class labels and Messidor 1 dataset with 4-

class labels. Contrast adjustment was performed using 

the contrast limited adaptive histogram equalization 

(CLAHE) filtering algorithm. The 4-ary classifier 

encounters a problem of simply not having enough 

images to effectively train a deep CNN such as 

GoogLeNet. The multi-class model was unable to 

distinguish between different classes and behaves as a 

majority classifier, attempting to classify all images into 

a single class. Deep CNNs (Alexnet, VGG16, and 

InceptionNet V3) techniques were employed by Wang et 

al., (2018) for classification of DR. The dataset had only 

166 images. The accuracy of Alexnet, VGG16, 

InceptionNet V3 was 37.43%, 50.03%, and 63.23% 

respectively for a 5 classification task. However, it was 

observed that they trained the networks with a limited 

number of images which affected the CNN learning 

capability. Nguyen et al., (2020) presented an automated 

classification system, in which fundus images were 

analyzed with varying illumination and fields of view 

and generated a severity grade for DR using machine 

learning models such as CNN, VGG-16 and VGG-19. 

This system achieved 80% sensitivity, 82% accuracy and 

82% specificity for classifying images into 5 categories 

ranging from 0 to 4, where 0 is no DR and 4 is 

proliferative DR. Sharma et al., (2019) applied CNN for 

the detection of DR. An accuracy of 74.04% was 

achieved with a 5 class classification task. They stated 

that accuracy can be further improved by increasing the 

size of the dataset as only a subset of the data set was 

considered for implementation of the model as a result of 

hardware constraints. CNN was utilized on 88,700 

retinal fundus images, from EyePACS dataset, and 

achieved 81.12%, 89.16%, and 84.16% for sensitivity, 

specificity, and accuracy, respectively for classifying DR 

into five stages in the works of Khaled et al., (2021). 

Deshpande and Pardhi, (2021) applied pre-trained VGG-

16 to detect the severity of Diabetic Retinopathy. The 

Asia-Pacific Tele-Ophthalmology Society (A.P.T.O.S) 

2019 Blindness Detection dataset containing 3668 retinal 

images was used for training. The model achieved 

74.58% accuracy when tested on 1728 images. In the 

works of Sudha and Gareshbadu (2020), VGG-19 was 

trained and tested with images from the Kaggle dataset 

to achieve a sensitivity of 82% for classifying DR into 

different stages. The 70% accuracy score obtained by 

ResNet50 was almost three times that of VGG-16 with 

an accuracy of 25% using the Kaggle dataset in Aatila et 

al., (2021). Ayala et al., 2021 implemented a DenseNet 

121 to process fundus images to determine the severity 

of diabetic retinopathy. Their proposal achieved a 

suboptimal performance under both unbalanced datasets 

with 81% and 64% for APTOS and Messidor datasets, 

respectively. It was observed that the model trained over 

APTOS learned more useful features for most of the 

classes than the model trained over the Messidor dataset. 

DL algorithms might serve both as a promising solution 

to reduce human grading workload and as a cost-

effective screening alternative for both high- and low-

resource countries (Nguyen et al., 2016). Although 

reliable results are obtained from current studies in the 

literature, this field is still an active research topic. 

Therefore, this study seeks a robust approach for the 

detection of DR form fundus images to detect either the 

non–referable (No DR and Mild DR) or Referable 

(Moderate DR and above) using the Visual Geometry 

Group 19 (VVG19) and Residual Network with 50 layers 

(ResNET50) convolution neural networks as classifiers. 

One of the primary factors in choosing these models is 

that the VVG19 architecture, with its 19 layers (thus the 

name), is deeper than previous models such as VGG16 

and requires less computing power than deeper 

architectures like ResNet or Inception. It also offers a 

balance between model complexity and efficiency. 

ResNet50 is computationally efficient in comparison to 

previous networks of comparable depth, despite its 

depth. ResNet50 is feasible for real-world applications 

even with constrained computer resources thanks to the 

addition of residual connections, which lowers the 

computational cost of training deeper networks. 

 

3. MATERIALS AND METHODS 
3.1. Dataset for training and internal validation 

The Kaggle Diabetic Retinopathy (DR) dataset 

containing 35,108 images was used to train the CNN 

architectures. The images were captured under various 

conditions by various fundus cameras with different 

resolutions at multiple primary care sites in the United 

States of America. Clinicians graded the images into five 

stages. 0 - No DR, 1-Mild, 2-Moderate, 3-Severe, 4-

Proliferative DR. Classes 0 and 1 were regrouped 

together as non-referable DR while classes 2, 3 and 4 

were grouped as referable DR. Eighty per cent of the 

images was used for training while twenty per cent for 

used for internal validation to evaluate the performance 

of the models from the same dataset. The classification 

of DR images using CNN architectures is initiated by 

data collection and by employing the necessary 
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preprocessing to advance and boost the images (Shekar 

et al., 2021). Image pre-processing, a process of cleaning 

raw data, helps to enhance the features and consistency 

of images which is relevant for subsequent processing 

and analysis (Dutta et al., 2018). The images were first 

resized and centre cropped to minimize memory usage, 

the resulting images after being pre-processed are 

depicted in Figure 3. 

 

 
Figure 3: Preprocessed Retinal fundus Image 

 

The images were resized to 320pixel by 

320pixel. Gaussian blurring, a type of filter that takes 

surrounding pixels and returns a single number 

calculated with a weighted average was adopted in the 

study. This technique was applied to remove noise from 

the images thereby adjusting the transparency and 

improving the visibility of blood vessels. A 

representative image from the resulting image 

preprocessing using Gaussian blurring filtering method 

is shown in Figure 4. 

 

 
Figure 4: Pre-processed retinal fundus image 

 

Image data generator processing was applied to 

make training results invariant to image orientation. 

These include (i) Image flip: this is the rotation of an 

image along a horizontal or vertical axis. The images 

were flipped randomly so that the CNN architectures can 

learn how to identify flipped images and classify them 

accurately when it sees them. The flipping techniques 

include: horizontal flip - this is reversing an image’s full 

row and column pixels horizontally (left to right) in 

which the flipping occurs on the vertical axis. (ii) Image 

zoom: zooming is expanding an image such that its 

features become more visible and distinct. Zooming an 

image allows the empty areas to be excluded and allow 
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the model to emphasize more on the areas which are truly 

needed. 

 

3.2. Convolutional Neural Network Architectures 

Visual Geometry Group (VGG 19) is 

designated for the visual geometry community and is the 

oldest of all the architectures tested. The neural network 

was ranked first in the ImageNet competition in 2014 

(Simonyan and Zisserman, 2014). It was created to 

decide how the depth of a network influences its 

accuracy. It has various layers including 16 

convolutional layers, 5 max pools, 3 fully connected, and 

1 softmax layer. Residual Network (ResNet 50) is a deep 

convolutional neural network which was developed by 

He et al., 2016. It comprises 48 convolutional layers with 

64 different kernels, 1 max pool layer with a stride of size 

2. These layers were replicated 3 times to give a total of 

9 layers. The next layer has different kernels and 

repeated 4 times to give a total of 12 layers. The 

following layers consist of other variants of kernels 

which were repeated many times to form a total of 49 

layers. Consequently, an average pool is obtained and a 

softmax function, which produced the last layer of this 

architecture. The ResNet architecture popularized the 

idea of using deeper networks as compared to VGG19 

layers. Furthermore, the ResNet 50 architecture 

introduced skip connections, also known as residual 

connections to avoid information loss during training of 

deep network. Skip connection technique enables to train 

very deep networks and can boost the performance of the 

model. 

 

A. Training of the CNN:  

Two pre-trained CNN (VGG 19, and ResNet 

50) models were adopted and implemented on Kaggle 

image dataset using Python programming language and 

Graphical Processing Unit (GPU) in cloud for the 

training of the CNN models. The performance of GPU is 

faster than central processing unit (CPU) and can carry 

out multiple calculations across data streams at the same 

time (Alhadi et al., 2019, Bustamam et al., 2009), being 

the reason for its usage in this work. The two CNN 

models were trained by passing the network with 16 

batches of labelled images (Non referable DR and 

Referable DR) from the Kaggle dataset, thereby 

exposing the network to the key features of the images 

that is associated with each class of DR. The CNN 

models gradually adjusted their weight parameters to 

differentiate between the two classes through 

backpropagation (backward pass that occurs in order to 

adjust the CNN models parameters). Although the CNN 

model does not explicitly detect lesions (Drusen, 

Exudates, Microaneurysms, Hemorrhages, or Cotton-

wool Spots), it likely learns to recognize them using the 

local features. The loss and accuracy during the training 

and validation at the end of each epoch were recorded. 

Two callback functions were utilized in the training 

process, Early Stopping and ReduceLROnPlateau. The 

Early Stopping function was assigned to monitor the 

validation loss. The EarlyStopping function stopped the 

training process once the monitored validation loss stop 

improving for 10 epochs. The weights that gave the best 

validation loss were recorded during the training, and the 

weights were restored to the model when the training 

terminates. The ReduceLROnPlateau function also 

monitored the validation loss. The ReduceLROnPlateau 

function reduced the current learning rate by 0.5 when 

the validation loss ceases to decrease for 3 epochs. 

 

B. Hyper-parameters Settings:  

These are variables that are set before training 

the CNN models. The following the hyper-parameters 

used in this study include: adaptive moment estimation 

(Adam) optimizer - aids in the adjustment of the 

parameters of a neural network in real time in order to 

enhance its accuracy and speed. Learning rate - this 

controls the rate at which the model learns and has a 

small positive value between the range of 0.0 and 1.0. 

The learning rate set for this experiment was 0.0001 

(Gulshan et al., 2016). Epochs - the number of complete 

forward and backward passes through the CNN model. 

The Epochs was set to a maximum number of 50.  

 

After training and internal validation with the 

Kaggle dataset, the CNN models were tested on two 

external datasets. 

 

C. Datasets for external validation:  

External validation refers to the examination of 

an existing model's performance using dataset 

completely different from that used for development of 

the model (Riley et al., 2021). The following two 

datasets were adopted for the validation of our models: 

Messidor 2 dataset consisting of 1748 images captured 

in the Ophthalmology department of Brest University 

Hospital (France) with different resolutions was used for 

testing. The images were captured using a Topcon TRC 

NW6 non-mydriatic fundus camera with a 45degree field 

of view (Decencièsre et al., 2014). Indian Diabetic 

Retinopathy Image Dataset (IDRiD), is a representative 

of an Indian population. The 516 fundus images in 

IDRiD were acquired from an Eye Clinic located in 

Nanded, India. Images were acquired using a Kowa VX-

10𝛼 digital fundus camera with 50∘ field of view 

(Porwal, et al., 2018). 

 

3.3. Performance Metrics 

The proposed models were evaluated using the 

following performance metrics. Confusion Matrix: It can 

be defined as a table that visualizes and describes the 

performance of the classification task on a test dataset 

samples are correctly classified (Gumaei et al., 2021 and 

Sheikh, 2020). Figure 5 shows the confusion matrix of 

binary classification. Metrics calculated from the 

confusion among others are: 
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Figure 5: Confusion matrix of binary classification 

 

i. Accuracy: is the number of correct predictions made by the model.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑇𝑃 + 𝑇𝑁)/(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁) ……………….… (1) 

 

ii. Sensitivity: is the rate of actual positives overall predicted values that are positive. 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑁) ………………… (2) 

 

iii. Specificity: Specificity measures the True negatives over the sum of true negatives and false positives. 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = 𝑇𝑁/(𝑇𝑁 + 𝐹𝑃) ………………. (3) 

 

4. RESULTS  
The performance metrics for binary 

classification task (non-referable DR and referable DR) 

were compared between the two CNN models (VGG19 

and ResNet 50). The datasets used for external validation 

(Messidor-2 and IDRiD) were also compared. The 

results are presented graphically in Figures 6-13 and 

Table 1 respectively. Figure 6 indicates the training and 

validation accuracy for VGG19 model with Kaggle 

dataset obtaining 94.3% and 91.3% accuracy 

respectively after 23 epochs. While Figure 7 shows 

accuracy of 97.5% and 90.1% respectively after 16 

epochs both for the training and validation using the 

ResNet 50 model with Kaggle dataset. Figure 8 and 9 

shows the minimum validation loss which occurred at the 

13th epoch for VGG19 model and at the 6th epoch for 

ResNet50 model respectively. 

 

 
Figure 6: Training and Validation accuracy for VGG19 Model 
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Figure 7: Training and Validation Accuracy for ResNet 50 Model 

 

 
Figure 8: Training and Validation loss for VGG19 Model 

 

 
Figure 9: Training and Validation loss for ResNet50 Model 
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The confusion matrix in Figure 10 shows that 

1134 images classified as non-referable DR were 

correctly classified, 360 images were also correctly 

classified as referable DR, while 153 and 97 were 

incorrectly classified as referable DR and non-referable 

DR respectively. The confusion matrix in Figure 11 

depicts that 129 and 247 images were both classified as 

non-referable and referable DRs images correctly. While 

25 and 12 images were wrongly classified as referable 

and non-referable DRs respectively. The confusion 

matrix in Figure 12, shows that 1142 images were truly 

classified as Non Referable DR while 316 images were 

truly classified as Referable DR. The number of falsely 

classified Non Referable DR and Referable DR were 141 

and 145 images respectively. Lastly, the confusion 

matrix in Figure 13 depicts 148 images were truly 

classified as non-referable DR while 222 images were 

truly classified as referable DR. The number of falsely 

classified non-referable DR and referable DR were 37 

and 6 images respectively. 

 

 

Figure 10: Performance metrics of VGG 19 model on Messidor 2 dataset 

 

 
Figure 11: Performance metrics of VGG 19 model on Indian Diabetic Image Retinopathy dataset 

 

 
Figure 12: Performance metrics of ResNet 50 model on Messidor 2 dataset 
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Figure 13: Performance metrics of ResNet 50 model on Indian Diabetic Image Retinopathy dataset 

 

The VGG19 model had a higher accuracy and 

sensitivity values than ResNet 50 model in both datasets. 

However, ResNet 50 had a higher specificity values than 

VGG 19 in both datasets 

 

Table 1: Performance metrics of Models 

Dataset Performance (%) VGG19 ResNet 50 Validation (%) 

Accuracy 85.7 83.6 91.3 

Messidor 2 Sensitivity 78.8 69.1 

Specificity 88.1 88.7 

Indian Diabetic Retinopathy Image  Accuracy 91.0 89.6 90.1 

Sensitivity 95.4 85.7 

Specificity 83.8 96.1 

 

5. DISCUSSION 
In this study, two pre-trained CNN models 

(VGG19 and ResNet 50) were used to classify DR into 

two stages. These models have been previously trained 

on large datasets and as such they have been employed 

to recognize the features of DR without the need to train 

from scratch (Alzubaidi et al., 2021). Fewer number of 

epochs (17) were used for the training of ResNet 50 

model in order to achieve its best accuracy compared to 

the number of epochs (23) used for the training of 

VGG19 model. A lower accuracy was obtained for 

internal validation 91.3%, and 90.1% for VGG19 and 

ResNet 50 model respectively compared to the training 

accuracy. The models were tested on a proportion of 

Kaggle dataset (20%) that was not used for training 

which resulted in minimal differences in the accuracy 

values. Two external datasets (Messidor-2 and IDRiD) 

were used for further evaluation of the models. This was 

necessary in order to access the model’s reproducibility 

and generalizability to fundus images of new and 

different patients (Debray et al., 2015, Ramspek et al., 

2020). The accuracy obtained for training and internal 

validation for both models were higher than the accuracy 

obtained for external validation. The performance of 

models has been found to be lower for new patients than 

in the population used for development of the models 

hence they should not be recommended for clinical use 

until external validity is established (Moons et al., 2015). 

Varying levels of accuracy, sensitivity and specificity 

values were obtained with the two models on two 

external datasets. This clearly shows that the depth of the 

models had no effect on improving the performance 

metrics as a shallower model such as VGG 19 obtained 

a higher accuracy and sensitivity compared the deeper 

model (ResNet50). It was observed that the VGG19 

model had a higher ability to detect Referable DR 

compared to ResNet 50 model due to its higher 

sensitivity in this study. However, a higher specificity 

was obtained with ResNet 50 model in both datasets 

indicating that the model has a higher ability to detect 

Non Referable DR compared to VGG19 model. In order 

to accelerate trust in, and the adoption of, CNN models 

they should be developed in environments where retinal 

images are captured under different conditions 

(Muhammad et al., 2022). The application of CNN 

models for the analysis of retinal images have the 

potential to provide alternative solution for DR screening 

in the future as the networks and the datasets continue to 

improve (Pratt et al., 2016, Bellemo et al., 2019). This 

can offer several advantages such as the consistency of 

interpretation and the near instantaneous reporting of 

results. 

 

6. CONCLUSION AND FUTURE WORKS 
Through the use of deep learning techniques, 

this research effort established an automated system for 

detecting two classes of DR: referable and non-referring 

DR. The features of DR were extracted from fundus 
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pictures using two pre-trained CNN models. The study's 

outcomes demonstrated a high degree of accuracy of 

91%. But in order to boost the models' confidence, 

accuracy can be increased in the future. Subsequent 

investigations should employ various machine learning 

methodologies that may result in enhanced performance 

measures derived from this investigation. These methods 

include using various pre-processing techniques to the 

fundus images and augmenting data to address the issue 

of class imbalance linked to the publically accessible DR 

dataset. Additionally, a fresh collection of fundus photos 

from eye clinics and hospitals will be used to assess the 

models. 
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